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Abstract

We briefly review the inflationary paradigm for
resolving outstanding issues with standard cos-
mology. The standard model cannot account
for inflation, and so we consider string theory
models which offer some hope. In particular,
we examine scalar fields arising from type 1IB
compactifications and in doing so provide an
overview of string theory.

1 Introduction

The standard cosmological model, based on
observations of homogeneity and isotropy, has
several shortcomings [1]. There is the horizon
problem: if parts of the universe have never
been in causal contact, why are they corre-
lated? The flatness problem: the universe is
measured to be exceedingly flat, which itself re-
quires a fine-tuning of the cosmological param-
eters during the early universe. The monopole
problem: there are particles which have small
annihilation cross sections, and we expect these
to have been produced as the universe cooled.
Why do we not observe any today?

Inflation has been proposed to explain this
disparity between what we expect and what
we see [2]. A period of rapid expansion of the
universe at an early stage would ensure that
the observable universe today was previously
an exceedingly small part of the universe. Since
that small part was inside the particle horizon
at that time, we can explain the horizon prob-
lem. Furthermore, the expansion reduces the

density of monopoles and sends the curvature
of the universe near to unity.

We suppose that there is a hypothetical
scalar field ¢, called the inflaton, with an asso-
ciated potential V(¢). For inflation to occur so
that we can resolve the observational problems,
we will see that we require the potential to have
a local minimum and a section where it is al-
most flat. Furthermore, we require a certain
scale of expansion. We can check if a given po-
tential satisfies these conditions, and so build a
suitable model for the inflaton. The only fun-
damental scalar field in the standard model,
the Higgs field, is problematic, and we need to
look beyond the standard model to identify the
inflaton [2].

Supersymmetry is the idea that we can
extend the usual Poincaré symmetry alge-
bra of the standard model with N additional
fermionic generators which change bosons into
fermions and vice versa. This approach can be
developed methodically to give rise to further
particle content in the theory. Since we do not
observe supersymmetric particles at low ener-
gies, a realistic model will have supersymme-
try breaking that leads to the observed stan-
dard model particles and the standard model
gauge group SU(3)®@ SU(2)®U(1). Since local
Poincaré symmetry gives rise to general relativ-
ity, it is natural to consider local supersymme-
try. This gives rise to a theory called super-
gravity.

Superstring theory (or string theory) pro-
poses small strings whose different vibrational
modes at low energies account for the differ-
ent particles that we observe today [5]. String
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theory can describe open or closed strings
that have different boundary conditions (e.g.
open strings attached at both ends to higher-
dimensional p-branes, open strings with one
end or both ends free and closed strings), which
obey different symmetries. These various con-
siderations lead to different types of string the-
ory,! but we will consider here the so-called
Type IIB theory. For consistency, the theory
requires 10 dimensions — we observe 4 of them
but the other 6 become part of the internal
space, M.

There are various models for the structure
of the internal space. Each model will provide
us with a particular form of the effective the-
ory which will be a supergravity action in 4
dimensions. We can then proceed to see if any
of the scalar fields in the effective theory could
be the inflaton field. Our method of approach
will be to examine the field’s potential for a
minima and for the existence of a suitably flat
direction. We could also check to see if the
field’s potential predicts the same distribution
of the cosmic microwave background (CMB)
and other observational data.

As the authors show in [7], the effective po-
tential due to the Kihler moduli® satisfies the
necessary constraints for inflation. However,
they employ a method whereby they fix all the
other fields appearing in the theory. This ap-
proach could be problematic, and we will con-
sider a more general potential that includes two
more fields that appear in the effective theory
(called the dilaton) along with the Kéhler mod-
uli.

We will briefly review the Friedmann-
Robertson-Walker cosmology, examine the
horizon problem and discuss how inflation can
solve these problems. We will then discuss
some details about inflationary models, and see
how we can test the models by comparing with
observational data. We then present some de-
tails of string theory and look at the various

'"However, all 5 realistic string theories are related
by various dualities to a unique theory called M-theory
[3].

2Kahler moduli are a kind of scalar field that appear
in the effective theory.

scalar fields that arise from the effective 11B
theory. We then compute the effective poten-
tials arising from the various scalar fields. In
particular, we review the work of [7] (which
considers only the Kéahler moduli), and then
extend it by considering the dilaton too.

2 Inflationary cosmology

2.1 Cosmology

When discussing cosmology, it helps to define
comoving observers. They are at rest with re-
spect to the CMB, i.e. they observe no dipole
moment. We can also assign a set of coordi-
nates for these observers: (t = 7, %), where 7 is
their proper time and & is a constant 3-vector.

The observation that the universe is isotropic
and homogeneous puts severe constraints on
the form of the metric. In the above coordi-
nates, we express such a metric as the so-called
FRW metric:

ds® = dt* — a*(t)
2

y r
1— kr2

+ 17 (d6” + sin® 6d¢?)

where the components of the Riemann tensor
are Rij = K(gikgj1 — gagjx) and k = K/|K|
specifies k.3 If K = 0 (i.e. the 3-space is flat),
then k£ = 0. a(t) acts as a scale factor.

To make the discussion less cluttered, we ex-
pand a(t) about the current time to:

a(t) = a(to—(to—1))
= a(to — 5t)
— alto) — a(to)8t + ...
— alto)[1 — H{(to)bt...]

and define H(t) = a(t)/a(t), the Hubble pa-
rameter.

We consider solutions to the Einstein equa-
tion Ry, — %QWR = —+k1T), in the presence
of a perfect fluid, with the constraints of ho-
mogeneity and isotropy discussed above.* The

3We use Latin indices 4, §, k, I to range over the space
indices 1,2, 3 here only.

"We use Greek indices p,v,p,o to range over the
spacetime indices 0, 1,2, 3.
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stress-energy tensor of the fluid is given by
" = (p + p)uf'u” — pg"” (1)

where u is the 4-velocity of a particle in the
fluid and p = p(t), p = p(t) are the density
and pressure, respectively. These are functions
of time only.

We rewrite the Einstein equations as I, =
—K(Tp — %Tgm,) by using the trace of the Ein-
stein equation and then we solve it for this ver-
sion of the FRW metric.

After some calculation, we see that all the
off-diagonal components of R, are zero, and
that the equations for the space indices (R;; =
—k(Ty; — %Tg,-,-)) are all linearly dependent.
This gives us two independent equations, called
the Friedmann equations [1]:

a = —én(p—i—i%p)a
at = %/{paz —k

In the above coordinates, geodesics trace out
lines of constant # and ¢. We can obtain an
explicit form for a(t) by solving the Friedmann
equations once we have an equation of state (an
equation relating p and p). Some usual models
that are considered include a matter dominated
and a radiation dominated universe. In usual
models, we find that the universe is continu-
ously decelerating in its expansion, i.e. a < 0.
In this case, the particle horizon (the region
from which a light, and therefore information,
signal could have reached that point) is a finite
quantity.

Experimentally, however, we see the CMB,
which is uniform to 1 part in 100,000. This
is known as the horizon problem: if parts of
the universe have never been in causal contact,
why are they correlated? We might expect that
objects in the universe were nearer at earlier
times, however working through the equations
we find that if we go to a cosmic time when
objects get closer by a factor of z, the hori-
zon shrinks by a factor of 3z27%/2 for a matter
dominated universe and 2272 for a radiation
dominated universe.

2.2 Scalar fields and inflation

The Lagrangian density of a scalar field is given
by?

L= \/—79 [%g‘“jaﬂﬁb al/¢ - V(d))] (2)

and this induces the action S = [ Ld*z. We
can obtain the stress energy tensor of the field
by varying the action with respect to the met-
ric. We obtain

T,uu = 8u¢ Oy — Guv [%8p¢ 0 — V(QZ))] (3)

If we compare equations (1) and (3) in comov-
ing coordinates and ignore spatial variations
(because of homogeneity), we can make the
identification

ps = 1% + V(¢)
po = 20* — V(¢)

To calculate the equation of motion in an
FRW cosmology, we look at the continuity
equation V,T* = 0 (and ignore spatial varia-
tions) to obtain

G+3Hdp+V'(¢) =0 (4)

This equation would look like the motion of a
particle in a Newtonian gravitational field were
it not for the friction-like term 3H¢. As the
field rolls down its potential, it will oscillate
about a local minimum (if there is one), and the
oscillations will dampen out due to the friction
term.

If we ignore the spatial curvature in the
Friedmann equations, we get an expression for
the Hubble parameter

1 =} [46 4V (0) 6

The condition for inflation, @ > 0, is equiv-
alent to ¢? < V(¢) (this can also be obtained
from the Friedmann equations). If we consider
a situation where ¢> < V(¢) = ¢ < V'(¢)
(the slow-roll approximation), we can simplify
our equations (4), (5) considerably [1]:

Vi(9) = —3H¢
V(¢) = 3H?

5Repeated indices are summed over.
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In particular, the last equation is simply a first
order differential equation, and can be solved
to give

sV(o)t

Thus the universe grows exponentially for as
long as the slow-roll condition holds. We can
also cast the slow roll condition in terms of
some dimensionless quantities [2]:

a(t) o< exp

1(V\?
"

n = 7<<1 (7)
V/v/l/

£ = V2 < € (8)

The universe is not currently in an inflation-
ary phase, so it is necessary that inflation stops.
As noted above, this requires the existence of
a local minima.

We can calculate the total amount of expan-
sion by integrating the Hubble parameter for
as long as the scalar field is in the slow roll
regime [1]

t1

IR
Hdt = Ho 1o dt

N =
to 0
o1 o1 Vq'ﬁ
= Ho b do = —/ ——d¢
%0 o) ¢HV/
b1y
-

0

with the penultimate step enabled by noting
V$/HV' = —1 (this is valid in the slow-roll
regime). N measures the number of e-foldings,
i.e. it represents an increase by a scale fac-
tor e/V. This can be seen from the fact that
H = a/a. From observational considerations,
we require N ~ 60 — 70 [1].

We define the spectral index, n(k), by n(k)—
1 = dlogPr/dlogk, where Pr(k) is the
power spectrum of the curvature perturba-
tions®. Once we have a form of the potential,
we can compute the slow roll parameters, and

5To be precise, it is defined as the total variance of
the perturbations per unit logarithmic interval in k [1].

then compute the spectral index [2] by solving

n—1 = 2n—6¢
dn

= 24e* -1 2¢?
dlog € Gen + 2¢

We can then compare the computed spectral
index with what we observe to further test our
model.

These can provide very precise constraints on
the model, but the general feature we are look-
ing for is a local minimum and the existence of
a flat section in the potential.

3 Effective string theory and
supergravity

3.1 Superstring theory

In the standard model we consider particles
which trace out worldlines X#(7) that exist in
4-dimensional spacetime. These lines do not
change if one changes the parametrization (i.e.
perform an affine transformation on the pa-
rameter), something called reparametrization
invariance. The action for a particle is pro-
portional to the length of its worldline. This
action obeys Poincaré invariance and the local
SU(3) ® SU(2) ® U(1) gauge invariance gives
rise to the interaction terms. In quantum field
theory, we calculate the probability that a cer-
tain set of incoming particles with given mo-
menta will leave as certain set of other particles
with a specified momenta.

In IIB string theory, the closed strings trace
out worldsheets as they move in the time direc-
tion in 10-dimensional spacetime. The action
in string theory is the natural generalization
from particles, and is proportional to the area
of the worldsheet. In string theory, the spec-
trum of string vibration modes gives rise to all
the particles we observe at low energies, and so
we do not need interaction terms in the action.
We simply consider the free theory of massless

bosons and Majorana fermions’.

A Majorana fermion is one which remains un-
changed under charge conjugation. It has the same
number of degrees of freedom as a Weyl spinor i.e. just
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We consider bosonic and fermionic functions
XH"(o,7) and (o, 7) of the two coordinates
of the worldsheet. The action is constructed to
be invariant under local supersymmetry (this
automatically includes local Poincaré symme-
try).®  The action is also invariant under
reparametrizations of the worldsheet coordi-
nates (o,7) and rescalings of the worldsheet
metric (called Weyl transformations).

The theory contains states with negative
norm which are in principle problematic®, but
these can be shown to be unphysical and can be
removed by the so-called super-Virasoro con-
straints [3]. This, however, only works in 10
spacetime dimensions and this is why we need
the extra dimensions in the theory.

3.2 Low energy effective theory

At large distances compared to the size of the
strings (or at low energies), the theory should
reduce to an effective field theory in four space-
time dimensions, since that is the world we ob-
serve. This gives rise to 4-dimensional super-
gravity coupled with matter. In particular, for
N = 1 supergravity, the bosonic part of the
action [6] looks like!?

Ly = Vg |-$R+ K 0,0°0"3]
V(9" ") ©)
V("6 = o |KUEE - 3[WP]  (10)

where
F, = W(0,K)+ 0, W
KaE = aaaBK
¢ = KPK;,

The partial derivatives are with respect to the
complex scalar fields appearing in the theory,

one of the two chiral spinors that make up a Dirac
spinor.

8In the conformal gauge, the worldsheet appears
only globally supersymmetric, but the more fundamen-
tal formulation considers local supersymmetry. Fur-
thermore, this worldsheet supersymmetry is equivalent
to spacetime supersymmetry in 10 dimensions [3].

9since (1]1) > 0 should always hold.

We use Latin indices a, b, ¢ to run over all the com-

plex scalar fields appearing in the effective theory.

and a derivative with respect to a barred in-
dex implies differentiation with respect to the
conjugate of the field. K = K(¢% ¢?) is the
Kahler potential, and W = W (¢*) is the su-
perpotential. These two functions are enough
to completely specify the 4D supergravity. K
here acts a like an analogue of the ordinary
metric of spacetime.

We obtain the stress energy tensor by vary-
ing the action with respect to the metric, and
the equation of motion by varying of the ac-
tion with respect to the fields and setting that
to zero:

Tpa = Kal_;apﬁbaagﬁgb — Ypo
x (3K 50,0°0"6" ~ V)

0 = D¢+ 2T%,0,0"0"¢" + K“0:V
where I‘gb =K €9y Kz. A derivation can be
found in Appendix A.

Apart from the addition of the Ricci scalar,
R, for the curved spacetime in (9), this is al-
most the same as the Lagrangian (2). To iden-
tify the two, we ought to bring the scalar fields
into canonically normalized form. This can be
done by introducing a new variable ¢, for each
¢, where the two are related by [4]

1 _
S(460)* = Koa" (1)

since we have an overall factor of a half that
didn’t multiply the kinetic term in our 4D su-
pergravity Lagrangian but a factor of K that
did. This is important because we derived all
the relations regarding inflation when consid-
ering scalar fields with Lagrangians of the form
(2). If we want to then apply these relations to
scalar fields with Lagrangians of the form (9),
then we ought to convert the latter type to the
former.

There are various ways the extra dimen-
sions can be compactified, and this will spec-
ify the precise form of K = K(¢% ¢%) and
W = W(¢®), as well as the various scalar fields
that will arise (we have denoted all of these
collectively as ¢ above).

In type IIB, the Kahler potential is the sum
K =K(S)+ K(Z)+ K(T), which at tree-level
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are

K(S) = —log(S+28S)
K(Z) = —log(—i/MQ/\Q)
K(T) = —2logV(T;,T;)

These terms are, respectively, the dilaton, the
complex structure and the volume term.

S here is a complex scalar S = s + i0. The
volume of the internal space M, given by V,
will actually depend only on the Kahler mod-
uli, 7;, but the indices in equations (9-10) refer
to differentiation with respect to the complex
scalar T; = 7; +1ib;, and so we view )V as a func-
tion of T; for now. The integration in the K4
term happens over M.

The superpotential is given by

W:/ G3 N Q
M

What these variables mean are largely irrele-
vant for the discussion here. The key point is
that it does not depend on the Kéhler moduli.

4 A toy model: the dilaton

To illustrate the machinery we have developed,
we will first look at a very simple model. We
consider the dilaton, S = s + io, just by it-
self. The full Kahler potential is then just
K = —log (S + ), and we consider a super-
potential only linear in S: W = a + bS, where
a,b € C. We obtain

K5 = (S+8)72 = (25)72
Fs = (b—(25) (a+bS))
Putting that into (10), we obtain for the po-
tential
V= —Llal* + b]*(s* + 0%
+ 4sRef{ab} + 20TIm{ab}]

Setting the first derivatives to zero gives us
the extrema

oo = —Jm{ab}/|b?
so = Fy/lal?/[b]* — of

Figure 1: Minimum for the toy model, with
a=10(1+1),b= 3+ 4.

In order for sy to be real, we require |a|?> >
|b]202. To determine the nature of the extrema,
we calculate the Hessian matrix 62V/dx;0x;
and evaluate it at each the extremum. If it is
positive definite, then the extremum is a mini-

mum. We find

0%V 2|b|?

W B S0

0?V 2 5  Jm{ab}?

0’V

0sdo
We want this matrix to be positive definite,
or equivalently, have all positive eigenvalues.
Since this matrix is already in diagonal form,
we simply check the diagonal elements. Since
both terms are negative and s enters as an odd
power, we can choose the negative solution for
sp to ensure this extremum is a minimum.

So we have a minimum located at

oo = —Jm{ab}/|b?

so = —y/lal?/[b]* — of

given that |a]? > |b?02.
shown in Fig. 1.

We note that there is a slow-roll direction, if
initially s < 0. We could compute the slow-
roll parameters for this model, the number of
e-foldings, the spectral index etc., but we will
not do that here.

= 0

The minimum is
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5 Kahler moduli

As described above, the Kéahler moduli enter
into the Kéahler potential via the volume V. We
will consider the potential due to Kahler mod-
uli only. We will largely follow the derivations
presented in [7].

First, we consider the case where the poten-
tial is a ‘no-scale’ potential, i.e. it satisfies
KTiTiopn K Op, K = 3. An example would be

[7]:
V=« 75/2—2)\1-71-3/2)
( i=2

where the A; and «a are dependent on the spe-
cific model.

Since the superpotential does not depend on
the moduli fields, we can simplify the expres-
sion for the potential:

V = K KT (W o, K)(Wop, K) — 3|2
+ KWK + 0.W)(WozK + ;W)

Here, the c¢,d indices run over the complex
structure and the dilaton only. We use the
no-scale property to cancel the first two terms
leaving us with

V = XK [KYWOK + 0.W) (WK + 0;W)]

Since the no-scale potential is positive definite
[8], locating the extrema is straightforward.
We find them by solving

Wo.K +0.W =0

where, as before, ¢ runs over the complex struc-
ture moduli and dilaton only. We denote the
solution by Wy. In principle this fixes these
fields and only leaves the Kéahler moduli free;
however this prescription may be problematic
and we will test it in a more thorough analysis.
Indeed, that will be the primary goal of this in-
vestigation. For the remainder of this section,
we will consider the dilaton and complex struc-
ture fixed, and so the indices will only run over
the moduli fields.

So for a no-scale potential (with the dilaton
and complex structure fixed), the potential is

zero. We now add non-perturbative effects to
the superpotential [7], and these do depend on
the Kéhler moduli:

W =Wy + zn: Aie_aiTi
1=2

where A; is model dependent and a; =
2r/N, N € Z.

We also include o corrections in the volume
term as per [9] to get:

V=a<7'i3/2—z>\i7'i3/2+§> (12)
=2

where ¢ = —x(M)/2(27)3, and x(M) is the
Euler characteristic of the space.

Since W is no longer independent of the
Kahler moduli, the derivatives with respect to
it no longer disappear. We get for the potential

vV o= eKKTiTj[6TiK8TjK]W\2—3|W]2
+%W%W+m@ﬁ%W+mﬂ

— KKTT [aTiwaTjW
HW%K%W+mﬂ

We present the full derivation of the poten-
tial in Appendix B. The final form of the po-
tential is

3Va
1=2
AWo Carr | BEWE
Y z;aiAiTie *T 4 Tz
1=

Differentiating with respect to 7; at constant
V as in [8] and equating to 0 to locate the ex-
trema, we get

3()4)\2'\/7TiW0 1-— a;T;
V 1-— 4ai7'i
3a\i /7 Wo
4y

a,-A,;e_a"’”

12

where we make the approximation that a;7; >
1 asin [7].
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We then calculate the Hessian matrix,
02V /01;07;, and evaluate it at the extrema to
determine the nature of the extrema as before.
The Hessian is diagonal since 9V/97; only con-
tains 7; and we get

_ 22 ar — = ) i

aTiaTj V3\/7T'L i T + iTq ] 1)
We can rewrite the quadratic as (a;7; + %)2 — %
and as we are considering the limit V —

00, a;7; — logV as in [8], we can confirm that
a minimum exists as long as a\; > 0 V 1.

6 Kahler moduli and dilaton

We now consider not fixing the dilaton and
combining the potentials from the previous two
sections. The potentials are

K = —2logV —log(S+S)

Wo + Z AieiaiTi +c+dS
=2

w

where Wy is the superpotential minimized with
respect to the complex structure only, and V is
as in eqn. (12).

The form of the potential is'!

4 " (aiAie_“m)2 T;
V= 3Vas Z i

1=

n
2W .
— 72 E CLZ‘AZ‘TZ‘G aiTs
S
=2

2 ) . (W2 3¢
+ 3 (slc|* — Re{We}) + WP <1 +

To declutter the notation, we introduce v =
1+ 3£/4V, and f = Re{Wb}. Note that v
is a constant with respect to the fields but
f depends on s through W. We introduce
W = oW/ds,W' = 0W/do and f = df/ds
(all other derivatives of f are zero).
Differentiating with respect to each 7;, s and
o and equating to zero gives a condition for the

"The full derivation of this is in Appendix C. The
first and second derivatives of the potential, which are
used later, can be found there too.

extrema. We get

P 3ai/Ti W
Ti a; Aje~%Ti ~y S0 TT0 Zi{jl g
. n (aiAie_aiTi)Q\/‘Ti _ 3anyW?
St Do N = T8y

o Z?:Q a;A;Te” % = ’)/W

We can then evaluate the Hessian matrix.
Since i runs from 2 to n, and since we have the
s, o0 fields too, the matrix will be a Dim(n + 1)
symmetric matrix. The matrix will look like

9%V 9%V 92V

oT; 075 or;0s 01,00
G A -l AN i
87% 0s 0s2 dads
o0V A 9%V
ot1;00 BEGE do?

The second derivatives evaluated at the ex-
trema are

o0*V 3a\W? [ 5 1
oror; | 28 m (a”" T 8) %
82‘/ 30&)\2' Tl‘W 3W .

orids 2§1//;(43+W(“i7i_1))
82‘/ Sa/\i TZ'W,W

V. ()3

952 ~ s)V2

PV AWW

dods ~ sV?

o2V B y(W')?

o2 sV?2

For the extrema to be a minimum, we need
all the eigenvalues to be positive. We notice
that the upper left block is diagonal and is
(’)(a?TE/ZV*E‘), the lower right block is O(V~2)
and the remaining elements are (Q(CLﬂ'Z-3 / 2V_3).
Since we are taking the limit V — oo, a;7; —
log V, we disregard the 02V /07;0s,0%V/01;00
terms as subleading.

We determine the eigenvalues of the lower
right block by solving its characteristic equa-

tion
0 = Aa— 5 (02 +m2)]
= A = 0,5 (00?2 + )
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The appearance of a zero eigenvalue could be
problematic as we may not be able to diago-
nalize the matrix. However if we actually can
diagonalize the lower right block, then we can
determine that

o 1 o o
V(fo+5)—V(§:‘o):§5T-H-5>O, X

(where ¥y is a vector in the parameter space
that is the extremum, i.e. VV (%) = 0) if the
one eigenvalue is positive.!?

What we have, is a matrix like

a1 \/@11G422
\/ 11022 a22

with eigenvalues A = 0, a11 + age. It can be
diagonalized by the normalized eigenvectors

1 Jan 1 NG

to bring the matrix into the form

ail +asa O
0 0

The conditions for minimum then are the same
as the ones from the previous section and one
additional constraint from the above consider-
ations:

ar, > 0
v/s > 0

7 Discussion

We have succeeded then, in confirming the
existence of minima, even if the dilaton re-
mains unfixed, and if it enters as a linear func-
tion in the superpotential. We have also been
able to obtain an additional constraint, namely
v/s = (143£/4V)/s > 0. This will ensure that
inflation can stop as the field settles into the
minimum.

We can get a feel for the nature of these min-
ima by plotting the potential. All the ‘m;’s en-
ter into the function symmetrically, so there

121 would like to thank D. Grainger for clarifying this
issue.

Figure 2: The potential with all but two 7; and
s, o fixed.

are four variables of interest really — a pair of
7;8, s and 0. We can examine the minima by
fixing two of the variables at the minima and
viewing the potential’s dependence on the re-
maining two. This is shown in figures 2 — 5.

To determine the field with the flattest ap-
proach, we should compute the slow roll pa-
rameters given in (6). We cannot rely on the
plots as they have been done using somewhat
arbitrary parameters. To do that we would
have to differentiate the potential with respect
to the canonically normalized fields. They are
obtained by solving equation (11):

o= Jan3vn!
c 1

s¢ = ﬂlogs
¢ = o/V2s

To extend the investigation, we could com-
pute the slow roll parameters, the number of
e-foldings and obtain a form for the spectral
index; these can be readily checked against
observational data. This would be relatively
straightforward and would be helpful in provid-
ing constraints on the various parameters that
appear in the effective theory. Further (and
somewhat more involved) investigations could
involve including the complex structure mod-
uli in the potential and not considering them
fixed.
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A Equation of motion for
scalar fields in supergravity

We have the Lagrangian density
L=v=g V(9" ¢")

and we wish to obtain the equation of motion
for the ¢*. We use the Euler-Lagrange equa-
tions

aba ¢aau¢b

or ., or
¢° “8(8,@5)

Evaluating each term, we obtain

oL b
b = VI 0K )00
— 0V (6",
oL
Igangy — On(V9Ku0"o"))
= V—=9(0,Kq:0" ")
+ KacOu(vV—90"9")
= Vg0 (0K ey
+ 05K ac0u6")
+ Kaéﬁu(\/fgﬁf‘qﬁ“).

The first step in the last equation uses the
product rule, and the second stop uses the
chain rule.

We note that since K ; = 0,0;K, then
0:K,; = 0yK,z as partial derivatives always
commute. Using this, we can cancel two terms
when we substitute these terms into the Fuler-
Lagrange equation. We also note that

1
= 0u(V/=g9"¢") = 06
\/jg #( )
The equation of motion then becomes
KoeO¢" + 0pK 20,004 ¢ + 9V = 0
We multiply by K and define
1 .- 1.
Iy, = 5KadabKda =T = incabKéa

in analogy with the Christoffel symbols from
Riemann manifolds.
We then obtain the final form of the equation

O¢? + 21%,0,0°0"¢° + K9V = 0

B The potential due to Kahler
moduli only

We have the following forms of the Kéhler po-
tential and the superpotential

—92log [a <T ZA 3/2 | )

W= Wt 3 Ao
1=2

K

and we wish to calculate the potential as in
eqn. (10).
We can calculate the following

E'op K = —om
6TiW = —aiAie_aiTi, (2 < 1 < n)
9a2)‘i)\j TiT; 304)\1(5w
Ry = g2 €
8(V+3) 8yTi(V+35)
where A\; = —1. The matrix of second deriva-

tives of K (which will be inverted to obtain
K%) is in general non-diagonal and as a result,
non-trivial to invert.

However, in the expression for V, 713 /% is the
dominant term [7], and the other ‘7;’s are small
contributions. At large V, then, V ~ 7 52 We
list below K; with i # j.

3ay/m1 1)

Kom = —
i sv( v
—5/2 _
= O(r°%) —0(r?)
Ko 3a\; Ba)\i\/ﬁi 1
)Y v VTi

) 3

—9a°\iy/T17i

KT1Ti = ])2
= 0
92N\ /TiT)
Krg, = —gpp

= 0(71/27'1/27'1_3)

i T
If we now impose 7; > 7;, i # 1, we can see
that we are quite justified in dropping all the

131 would like to thank J. Conlon for clarifying an
issue regarding these results.
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off-diagonal elements. Furthermore, we can ig-
nore the first of the two terms for all the ele-
ments along the main diagonal. The form of
the Kahler metric at large V then, is

o 30&)\@

At large V we are also able to disregard the
€/2 term [7], and this allows us to write e ~
1/V2. Inverting the matrix is now straightfor-
ward:

KTiTj ~ SV\/?Z‘(;”.

30[)\1‘

The Kronecker delta drops the cross terms aris-
ing from 0;W9;W, and using

wz+zw = 2Re{wz}
= 2Re{wz}, Vw,z€C

to simplify the (W@iK({%W—Fc.c.) term, we can
write the potential as (to leading order in V)

1| = 8VTi 9 (19 (T
— E 2| A a;(T;+T;)
v VQ 304)\1' al‘ z‘ €

=2

3EWR
4y3

— ZQTiaZ‘ X Z%Q{WAieiaiTi} +
=2

The sums only run from 2 to n since Oz, W = 0.
The appearance of the third term is described
in Section 3 of [9]. Since T; + T; = 27;, the
imaginary part of 7; contributes only in the
second term. We write T; = 7;+ib; and W A; =
|W||A;|e?, where @ is the argument of W A; to
get

Re{W A;e~ %11}
— 9{2{|W|‘Ai‘ewe*ai(nﬂbi)}
_ ‘W‘ |Ai’efainme{ei(efiaibi)}
= |W]|Aile” " cos(f — ia;b;)

Since we are looking for a minimum of the
potential, we can minimize with respect to b;
which will multiply the term by —1 (as that
is the minimum of any cosine function). We
don’t need to worry about the phases of W, A;,
as they don’t appear in the potential anymore.
We will write W = |W/|, A4; = |A;| from here

onwards. We are considering the limit of V as

in [8], and so the nonperturbative corrections

to W are small, and we replace it with Wj.
The final form then, is

8 " (a;Aiem %) 2 /T
Vo= 3V0¢)\ii§:; )\i

AWy Car, | BEWE
—7]}2 ;aiAine + 4V3 .

The derivatives are

oV —46_2aiTiaiAi
oT; 3V2a\i/Ti <Va (dair, )
— 3e"Tali/Ti(aiT — 1))
oV B 26_2“”%?/1,- -
orory  3y2ant

X (VAi(16a?Ti2 —8a;T; — 1)

- 6e“maW0)\iTl-3/2(aﬁi — 2))

C The potential due to Kahler
moduli and dilaton

We have the following forms of the Kahler po-
tential and the superpotential

K = —2logV —log(S+S)
W o= Wo+ Y Awe T 4c+dS
1=2

and we wish to calculate the potential as in
eqn. (10). )

As before, we have KTiTi ~ 8V\/Tidij /3,
K9 = (25)72, and since K is a sum of the
different terms, K75 = 0. We also have

E"orKop K = 3

Ko K = -2m
K%%93KosK = 1
KS9sK = —2s

Therefore, the terms arising from K7:7i are

identical as before. We obtain three new terms,
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however:
K% (0sWogW) = 4s?|c
ngasK(WagW—l—c.c.) = —4sRe{Wc}
K¥WosKWasK = |W|?

We also add on 3¢|W|2/4V3 for the same rea-
sons as before, described in [9], although this
time we cannot just take Wy, since the terms
linear in S are not necessarily small.

Finally, we note that in the appropriate
limit, eX ~ 1/2V2s, and so we multiply across
by that. This gives us

4 n (aiAi€_aiTi)2\/7Ti
V= 3Vasz by

=2
n

T —a;T;
+ % ZZ:; aZ-TZ-SRe{WAie }

2 ) . w2 3¢
+ v (sc|* — Re{We}) + 25 (1 + v

As before, IJm{T;} = b; only appears in the sec-
ond term, and we can make the same argument
that minimizing with respect to that will only
introduce an overall minus sign.

We introduce the same variables as in the
main text: v =1+ 3£/4V, and f = Re{Wb}.
Note that v is a constant with respect to the
fields but f depends on s,o through W. We
compute the following:

W=0W/ds = s|c|*+Re{c(Wo+d)}
W'=0W/do = olc|* + Im{c(Wy +d)}
W =w" |c|?
w 0
f=of/os = |
ffl=f=f"=f =0

The first and second derivatives are

oV —4e~20iTiq, A,

= e — (Vaidi(daii — 1

or; 3V2a\i/Ti (Va (dai )
— 3e"Tali/Ti(aiT — 1))

v 1 ,
%‘W(‘Zf

/!

+ W? ('yW -2 En: aiAiTie_‘“T’))

1=2
ov 1 ) L
— 12 — 12 —
ds 612 el / +
8V — (aiAiefaiTi)Q, /T; .
x ( =3 . L 6sWI Y

=2

+ 12(W — SW) zn: a; A;me” 4T — 37W2>]

=2
62V 26”7-1@214
87@87’] 35V2a\; 7'3/2 Y

x <VA¢(16a?Ti2 ~ 8am; — 1)

— GeaiTiaWAﬂ;’/z(aﬂi — 2))

(‘)87-?{‘9/0 811)2 (2W’a1A e YT (a;T; — 1))
0%V 1
o2 SV2|: W = 25"
+ w" (’)/W -2 En: a,'A,;TZ'e_am)}
i=2
0%V -1 .
0500 52V2 ( WW — sW)

-2 Z a; Aimie” MW — SW’)

— s*yWW’ + 252f’)
v . 26_2%”&1‘141'
ori0s  352V2a\i/Ti

—3e"Taliy/Ti(aim — 1)(W — SW))

g zn: (aiAie_“m )2\/’7TZ
i

(VCLZAZ (46@7}; — 1)

V.1
0s2 35312

—6(2W — 2sW + SZW) Z a;A;Te” % — 683f.

1=2

+ 3y (W2 — 2sWW + s*W? + S2WW)]

Most of these expressions simplify considerably
when the derivatives of W and f are substi-
tuted.
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